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Utilisation of computational intelligence for simplification
of linear objects using extended WEA algorithm

Abstract

One of the most important challenges of the tempyocartography is the automation of
cartographic modelling process — and how to comjmerit with the accuracy of said process. The
paper describes the author proposal of exploithg computational intelligence methods, such as
Artificial Neural Networks enhanced with fuzzy logito modify the multi-parameter WEA line-
simplification algorithm. The knowledge databaseeated with such methods, would allow
substituting the fixed weights used by (Zhou, Joa884) in WEA algorithm, thus making the whole
process more flexible and suitable for differertadand bringing it closer to automation).

The paper briefly describes the Fuzzy Inferencae®ys and the Artificial Neural Networks
and presents some of the first results achievedutilising those methods in the process of
generalisation of geographic information — by mgidi§ the original WEA algorithm. Proper
formalisation of the knowledge base is of the kmportance in the process, but can be highly
subjective.

Introduction

Generalisation of geographic information may belengented in many ways, which
differ with respect to the assumed methodology,wa as to the level of automation
of the modelling process. Therefore, the answeth® question concerning the possible
compromise between the cartographic modelling @®ead its automation, is the important
challenge of the contemporary cartography.

Following the authors' opinion, it is possible todf the compromise solution using
the, so-called, computational intelligence (Cl)dam particular machine learning (ML)
and the data mining (DM). This solution comprisessgecific "transfer" of subjective,
cartographic knowledge to a digital tool, which lwalutomatically specify the adequate
method and its parameters, in the process of $platia modelling for a given level of details
(LoD).

The objective of performed research was to devilepmethodology of linear objects
simplification with the use of the well known WEAVgighted Effective Area) algorithm
(Zhou, Jones, 2004) and the selected computatioteligence methods: artificial neural
networks and fuzzy inference systems. The authmpgsed to modify the multi-parameter
WEA algorithm, substituting the fixed weights with knowledge base, integrated with a
computational engine, which utilises the fuzzy tognd/or artificial neural networks. This
approach allows developing the knowledge base dbgaphic generalisation methods,
basing on two different approaches:

* the approach which utilises machine learning meth@achplicit methods) consisting
of aquiring examples of correct solutions,



» the approach which defines open, although purptgettuzzy" generalisation rules
(explicit methods).

Artificial neural networks are the examples of tinst approach - th?l EUROmethod,
and fuzzy inference systems are the examples o$d¢hend approach - thdJZZY method.
Utilisation of both approaches allows comparingagiegd results. The proposed solution
allows selecting the most appropriate generalisataperators and determining their
parameters.

The inference engine, in both approaches, is th@wledge base, which utilises
computational intelligence methods. Depending @kimowledge acquisition ways and types
of its formal representation in the knowledge bdlse,computational system is based either
on artificial neural networks (the implicit knowlgel specified as a set of examples of correct
solutions) or on fuzzy inference (the explicit kdedge specified in the form of open, fuzzy
rules, which utilises the, so-called, linguisticiahles and membership functions) The duality
of the proposed solution not only allows diversityi the way of acquisition
and representation of cartographic knowledge redufor automation of the generalisation
process, but also comparing obtained results otggt

Computational Intelligence

Following the IEEE Computational Intelligence Sagjeecomputational intelligence
deals with ,the theory, designing and utilisatioh ologically inspired computational
methods, with particular respect to neural networkenetic algorithms, evolution
programming, fuzzy inference systems and hybrid tesys" fttp://ieee-nns.ory/
The computational intelligence, which is charasedi by the iterative approach
to computational tasks, is formed by artificial redunetworks, fuzzy inference systems,
evolution algorithms etc. Unlike the conventionataning of the artificial intelligence, the
computational intelligence does not utilise alduoris based on symbolic representation of
knowledge.

The group of computational intelligence algorithragjong others, consists of fuzzy
inference systems (FIS), artificial neural network®ugh sets and decision trees.
The following parts of this section refer to adiéil neural networks and fuzzy inference
systems, as they were the methods applied by thersu

Fuzzy Inference Systems (FIS)

The theory of fuzzy sets, proposed by Zadeh (12633) assumes that the following

components are used for description of the systaenadions:

» the linguistic variables (e.fig, small, about half, enough, rather importgnt

» the fuzzy conditional clauses, which express retatibetween linguistic variables in the
form of IF-THEN rules, e.gf the number of inhabitants is big, then the @tymportant,

» the complex inference rules, allowing for inducimgsulting values based on the
knowledge of the primary variable (eifydinner served in a restaurant is tasgnd relations
between variables (e.g.dinner is tasty and the waiter is nice, thewipl be high).

The vast majority of cases when the fuzzy logi@pplied, are connected with the
widely considered process of control. The fuzzyesutalculus is applied, in which relations
are expressed in the form of IF-THEN rules with da@essors and consequents, which
contain linguistic variables. This allows develgpia system which automates operations,
similarly to the human intuition. Thus, the stagtipoint in fuzzy controlling is the solution
proposed by an expert in a given sector, in thenfof fuzzy rules. In this sense, it is the
descriptive and not the prescriptive solution (2gd&997). The important element of the
fuzzy inference system is the database of ruless @atabase contains conditional clauses,



which determine causal relations between inputrasdlting variables. The objective of the
inference process, implemented in the FIS systeimfiad the value of the resulting variable,
induced by the current values of initial varialdesl the database of rules.

Artificial Neural Networks (ANN)

Utilisation of neural networks has become more japas a result of their usefulness
for modelling and calculations. Advantages of th&N\ may be specified as follows
(Tadeusiewicz, 1998; Patterson, D., 1996):

» the ANN allows creating complex, non-linear modglsa relatively simple way and
makes them "learn" at the same time with the usereéented examples. This method does
not require to assume, a priori, any presupposiarcerning the shape and the non-linearity
level of the created regression function,

* neural networks are characterised by the high lefeksistance to errors. Information
used for learning may be incomplete or erroneolitie neural network, which has been
correctly taught, may effectively filter noises apdrform calculations basing on resultant
tendencies and trends,

» the important advantage of utilising neural netvgoik the simplicity of their use. ANN
operate as the "black box": question - answer.ractre, models required by the user are
constructed by the neural networks themselvesedimey learn using the specified examples.
The process of learning substitutes programmingaAssult, computational tasks may be
solved without the knowledge of algorithms, havthg test set, containing "questions” and
"answers" only.

» the appropriately prepared (taught) ANN is charssxte by the ability to generalise, i.e.
the ability to generalise the acquired knowledge.

Many types of neural networks exist — they diffgrthe structure (Fig. 1) and rules of
operations. The mostly appliedegression networks include the, so-called, multilayer
perceptrons (MLP) and networks of radial basis fioms (RBF), as well as generalized
regression neural network (GRNN).

MLP type network | GRNN type network

RBF type network
@

Fig. 1. Architecture of MLP, GRNN, RBF and Kohonsgtworks.



Utilisation of computational intelligence algorithmsin cartography

Both fuzzy inference systems and artificial neuralworks may be applied for wide
analyses and spatial data mining (Olszewski, 20@2ch of these approaches has its
advantages. Atrtificial neural networks are chanmgsme by the natural ability to generalise
knowledge acquired as a result of analyses of Bp@a@xamples; however, it is difficult to
interpret the process leading to results genetagyatie appropriately trained ANN. In order to
simplify interpreting the process of extracting sbaules, which openly describe operations
of the modelled system, is often applied. It is #pproach similar to defining IF-THEN
relations in the fuzzy inference method. The apghoaf this type is specified as the neuro-
fuzzy modelling. Extracted symbolic rules allow fesging unimportant factors and
extracting the basic components of a model beimgtcocted (Gopal, Liu, Woodcock, 2001).
However, optimisation of obtained solutions is imtpat. It is particularly visible in rule-
based systems. Optimisation of several rules, whrelate the computational engine of the
system is much easier than optimisation of opanatio a multi-layer, complex and specially
trained artificial neural network.

Research
During their research, the authors developed tiemvledge bases, using two (implicit

and explicit) methods for the system of generabsatwhich support operations of the WEA
algorithm. This algorithm, being the extension o$tandard, one-parameter EA procedure
(Visvalingam-Whyatt, 1993), uses several parametersthe needs of evaluation of the
importance of particular intermediate points (\e&$) (Zhou, Jones, 2004) — Fig. 2:

* the elementary triangle area,

» the triangle’s flatness (calculated on several Ways

* the triangle’s skewness,

* the convexity.
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Fig. 2. Fuzzy Inference System.

In the original approach, Zhou and Jones (2004pgse to express the resulting weight of
particular characteristic points of a line objesing the formula:

WEA=W_ *W_ *W *EA

Flat Skew  Convex

Research works performed by the authors of theepted work were based on the
assumption that - instead of assuming "fixed" veloparticular parameters and determining



WEA by multiplying them, it is possible to develtipe cartographic knowledge base of the
generalisation system. This base, after requireahster” of the cartographic knowledge to
the system, will allow implementing the expert syst which will determine the importance
of particular points creating the linear object.

Data from the geodetic and cartographic resourcere wsed for research - the river
network in Poland and the coastline of Norway. IHgvi:10 000, 1:50 000, 1:250 000 and
1:1000 000 scale maps, the authors:

1. selected "teaching" data for the system - the charniatic river and a fragment of the

coastline and their digital cartographic represimteat several scales,

2. manually specified weights of particular pointsliséid as a teaching set for the
artificial neural network,

3. defined openly fuzzy rules concerning the imporéant particular points (e.g. if a
triangle is flat and its area is small, then th@np is unimportant) for the fuzzy
inference system (Fig. 2).

The NEURO and FUZZY knowledge bases, developed th&/ were utilised for
generalisation of water streams (Fig. 3) and sestmf a coastline other than examples used
for teaching. The obtained results were compareth,bwith the results of manual
generalisation applied on analogue maps at thesadl1l: 10K — 1. 1M, with the results of
the "conventional” WEA algorithm, as well as othiae simplification algorithms: Douglas-
Peucker (first described in (Douglas, Peucker, 19&38d Wang (Fig. 4).

OBJECTID: 15
POINT_X: 476 186,4892
POINT_Y: 724 451,4053
D: 15
ITER: 1
ID_VERTEX: 15
ID_VERTEXm1: 14
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Fig. 3. Test data simplification.



Conclusions

Performed research proved the high usefulnesseotdmputational intelligence and
construction of the knowledge base in the geograiiormation generalisation process. The
obtained results are strongly influenced not onjyselection of teaching examples (their
amount and quality), but also by the complexityhed neural network, its architecture (MLP,
RBF or GRNN), the number of neurones in hidden mayapplied algorithms, time of
teaching the ANN, division of data into a teachargl validation sets, the level of smoothing
of radial functions, the nature of source data B&termination of these parameters, being of
the key importance for formalisation of the systemowledge base, is - to the wide extent -
the subjective process, which may be automatedairilye low level.

D-P algorithm Wang algorithm
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Fig. 4. The results of simplification.

Similar conclusions result from the analysis afe@ch works performed with the use
of fuzzy inference systems. The obtained resulpedé not only of the nature of source data,
its accuracy and geometric complexity, but alsahentype of the applied knowledge base of
the system, the way of concluding, the number aachtiture of fuzzy rules, determination of
the membership function, utilised linguistic vateg etc. However, similarly to the case of
utilisation of ANN, methodical aspects of obtainexbsults should be stressed. Performed
research works proved that using the correctlytece&nowledge base and fuzzy decision
rules, correct cartographic results may be obtaiktmvever, it is difficult to point to the
"optimal” set of coefficients and parameters of thethod. They depend on the nature of
source data, scale and destination of the resastsyell as on the cartographer's knowledge
and expertise.

Concluding the performed research it may be statéthout losing the generality of
concluding) that obtained results of generalisatiblinear objects, performed with the use of
one simplification algorithm (WEA), will contributdo development of the complex
methodology of geographic information generaligatiby computational intelligence
methods, applied for many, various operators agdriéhms. The proposed approach also
integrates the apparently incompatible featurethefgeographic information generalisation
process - it allows automating the process, aséimee time preserving its subjectivity.
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