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ά/ŀǊǘƻƎǊŀǇƘƛŎ ƎŜƴŜǊŀƭƛȊŀǘƛƻƴ ƛǎ ǘƘŜ ŜǉǳƛǾŀƭŜƴǘ ƻŦ text summary as it: 

Åreduces the level of detail, 

Åhighlights the important features given a user need, 

ÅtǊŜǎŜǊǾŜǎ ǘƘŜ Ƴŀƛƴ ŎƘŀǊŀŎǘŜǊƛǎǘƛŎǎ ƻŦ ǘƘŜ ƛƴƛǘƛŀƭ Řŀǘŀέ 

[Ruas 2002] 



Is the similarity extendible to the automation 

of these processes ? 



Text summarization 

Extraction or 
Abstraction 

summary 



Music summarization 

ά{ƳŜƭƭǎ [ƛƪŜ ¢ŜŜƴ {ǇƛǊƛǘέ ōȅ bƛǊǾŀƴŀ [Peeters 2004] 



Video summarization 

Key Frames 



Text summarization 

Music summarization 

Video summarization 

Multimedia summarization 



Similarities and differences with generalization 



Selection is a key process 

[Luhn 1958] [Touya 2010] 



ά.ƻō got a new Stetson. He loves the hatΦέ 

displacement elimination 

Context is fundamental for decision making 



Grammatical structures Geographical structures 

T-nodes 

y-nodes 

Fork-nodes 

cross-nodes 



άǿŀƭƪ to the refuge south of Lake Grattaleuέ 

{{Walk,.motionVerb+median} to {{the refuge,.commonNoun} 
{{south,. Directional} of,.indirection} {Lake 
Grattaleu,.toponymCandidat} ,.ESNE},.Vto} 

Natural language processing Geometrical transformations 

[Savino & Touya 2015] 



Typification and exaggeration operations 



Information reduction is guided by legibility/eye perception 



What can we learn from automatic 

summarization? 



1.The notions of importance and redundancy  

[Mackaness & Gould 2014] 

άȅŜǘ ƛƴ ŀǳǘƻƳŀǘŜŘ ŎŀǊǘƻƎǊŀǇƘȅΣ there are no 
models that enable contextualising content to 
be selected based on the choice of salient 
informationέ 


